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With the development of deep learning, the design of an appropriate network structure becomes funda-
mental. In recent years, the successful practice of Neural Architecture Search (NAS) has indicated that
an automated design of the network structure can efficiently replace the design performed by human
experts. Most NAS algorithms make the assumption that the overall structure of the network is linear
and focus solely on accuracy to assess the performance of candidate networks. This paper introduces
a novel NAS algorithm based on a multi-objective modeling of the network design problem to design
accurate Convolutional Neural Networks (CNNs) with a small structure. The proposed algorithm makes
use of a graph-based representation of the solutions which enables a high flexibility in the automatic
design. Furthermore, the proposed algorithm includes novel ad-hoc crossover and mutation operators.
We also propose a mechanism to accelerate the evaluation of the candidate solutions. Experimental
results demonstrate that the proposed NAS approach can design accurate neural networks with limited
size.
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1. Introduction

Convolutional neural networks (CNNs) have
achieved remarkable results in solving many prob-
lems, such as image classification16 and image
segmentation.40 CNNs are very efficient at obtain-
ing features from 1D sequences of data, 2D images,
and 3D images. The features extracted from 1D
sequences of sound data by 1D CNNs can be
used to extract voiceprint features.48,96 The features
extracted from 2D image data by CNN can be used
for image content recognition, prediction, and seg-
mentation. The features in 3D space in 3D image
data (mostly medical image data) can be extracted
by 3D convolution kernels, which is very useful in
predicting diseases and identifying lesions.34,35 In
addition, video data with time attributes can also
be classified by 3D CNNs.21,73

Among the plethora of real-world applications
of CNNs, some modern examples representing the
state-of-the-art in the field of neural systems are
to analyze the electroencephalogram signals to diag-
nose seizures2,42,46 or depression.3 A neural system
based on multiple CNNs is proposed in Ref. 52
to control epileptic seizures. Other studies propose
CNNs to diagnose epilepsy in infants7 and chil-
dren43 by classifying electroencephalogram signals.
CNNs have been also successfully used to classify
medical images to diagnose Parkinson’s disease12,54

and detect pupils.72 Another popular application
domain for CNNs is civil engineering. Some exam-
ples of application include damage detection in con-
crete structures39 and roads.53 Some other examples
are about vibration-based structural state identifica-
tion95 and effect of wind on structures.59 In addition,
CNNs can be combined with other technologies to
be applied in more fields. In Ref. 56, CNNs are com-
bined with Long Short-Term Memory to accurately
predict the remaining useful life of components, thus
helping to make an optimal decision for maintenance
management.

There have been many classical network struc-
tures, such as AlexNet,36 VGG,74 GoogLeNet,84

Inception-V4,83 Inception-ResNet,83 ResNet,31

DenseNet,33 etc., which appear to perform well in
image classification and image segmentation. How-
ever, due to high complexity, it is impractical to
use these CNNs on mobile platforms since they
would require an excessive amount of computational

resources thus leading to an unreasonable waiting
time, memory overflow, and high-energy consump-
tion. Therefore, some new lightweight network struc-
tures for mobile platforms have been proposed, such
as MobileNet,68 ShuffelNet,51 MnasNet,85 Efficient-
Net,86 Xception,19 etc. All the network structures
mentioned above are the result of (human) expert
design.

In recent years, Neural Architecture Search
(NAS) methods,17 that automatically search the net-
work architectures, are progressively becoming more
popular to design CNNs. Most NAS methods are to
search the blocks or cells which are consist of convo-
lution kernels with different sizes (such as 3×3, 5×5,
etc.) and the position of pool layers.50,80,82 More-
over, in MUXConv49 and ShuffleNet,51 it is pointed
out that the generalization performance of the net-
work can be improved by channel multiplexing, spa-
tial multiplexing, and channel shuffling, and then the
accuracy of recognition can be improved. The major-
ity of the NAS methods in the literature perform the
automatic design by using accuracy as the sole objec-
tive of the targets. However, operational efficiency is
also an extremely important aspect of the function-
ing of the network, especially in mobile applications.

In order to simultaneously address accuracy and
computational cost, unlike the other studies in the
literature, we propose an encoding mechanism with
multi-objective evaluate mechanism of the problem
where besides the accuracy of the CNN also the num-
ber of network parameters is taken into considera-
tion.65,66,69,70,75,88

Existing NAS methods design and limit the
search space and search domain to reduce the time
complexity of the optimization problem. An usual
strategy consists of defining some building blocks
which are defined by a human expert. This study
proposes a graph-based flexible representation that
supports a higher level of automatism of the design
process. Furthermore, the proposed method relates
to the concept of regularized evolutionary algo-
rithm62,67 in that the approaches aim at reducing
the computational overhead (e.g. memory employ-
ment) by performing an action on the optimization
algorithm.

The remainder of this paper is organized in the
following way. Section 2 provides the background
about NAS methods, encoding mechanism and eval-
uation of candidate network architectures. Section 3
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provides the details of the proposed NAS method.
Section 4 provides the numerical results of this study.

2. Related Work: Neural Architecture
Search

The majority of NAS methods can be categorized
according to their search logic:

• Gradient-based methods15,47,92;
• Reinforcement Learning (RL)9,28,98;
• Evolutionary Algorithms (EAs).50,63,79,82,91

This list does not mean to be exhaustive since
other methods not belonging to any of the categories
above exist, such as Monte Carlo Tree search.90 The
various NAS methods belonging to each category
above present advantages and disadvantages. Specif-
ically, RL-based algorithms require a large compu-
tational time to perform the automatic design, even
on median-scale datasets, such as Cifar-10 and Cifar-
100.37 Unlike RL-based algorithms, gradient-based
algorithms are usually very fast. Besides, their search
logic leads to obtaining a local optimum problem
which may have a much poorer performance than the
desired optimal design. Moreover, the gradient-based
search algorithm needs to construct a supernetwork
in advance, which should contain as much search
space as possible. The construction of this supernet-
work requires substantial human intervention of an
expert, see Refs. 15 and 25. Although EAs are not
theoretically guaranteed to converge to the global
optimum of problem, they are able to overcome the
local optima. Also, they do not require a supernet-
work. Thus, EAs are often considered a viable com-
promise for NAS since they are relatively fast and
can be applied to NAS without human intervention
or prior knowledge of the problem. One pioneering
example is in Ref. 94. It is worthwhile remarking
that there exist other search strategies integrated in
NAS methods such as Refs. 18, 55, and 57.

This paper focuses on EAs for NAS. In the follow-
ing sections, some context is provided around the two
major challenges of this approach: encoding mecha-
nism and evaluation of the candidate solutions.

2.1. Encoding of NAS

The encoding of candidate network architectures for
NAS methods are broadly divided into two cat-
egories38: direct encoding and indirect encoding.

Indirect encoding was often used in early works
on NAS usually referred to as Neuroevolution, see
Ref. 71, which is similar to NAS. Neuroevolution
uses evolutionary computation to optimize the struc-
ture and parameters of neural networks at the same
times,1,4,26,27,30 and many researchers still work on
it.8,32,64,76,77 However, due to the limitations of
equipment at that time, the neuroevolution can only
be performed on small networks. Furthermore, due
to the very large number of parameters in fully con-
nected networks, direct encoding cannot be used to
represent the whole network. Therefore, a lot of effort
is made to find simple ways (i.e. indirect encoding) to
represent the connections and weight parameters of
neurons. Thus, indirect encoding is a popular strat-
egy to simplify the search space. These search pur-
poses determine that search space is difficult to rep-
resent with direct encoding, so indirect encoding is
needed to simplify the encoding and early researchers
used indirect encoding to represent individuals.

In recent years, most of the NAS studies have
been conducted on neural networks that albeit com-
plex, can be naturally schematized as interconnected
blocks. This is the case, besides the CNNs, of Gen-
erative Adversarial Networks (GANs),28 and Recur-
rent Neural Networks (RNNs).47 For networks of
these types, direct encoding is an easy and natu-
ral option. For example, CNNs contain convolution
blocks, pooling blocks, batch normalization oper-
ations, and sometimes activation functions. These
blocks are often represented by a few parameters.
Convolution blocks can be fully represented by the
number of convolution cores, the size of the convolu-
tion cores, stride, padding, dilation, and groups (in
fact, some parameters can be directly ignored based
on the actual search strategy and purpose). In most
cases, pooling blocks, batch normalization opera-
tions, and activation functions do not even require
parameters for special representations, and they just
need the position in the structure to represent the
modules.

For each block’s position in the structure, there
exist two encoding mechanisms:

• linear structure,81 that is the sequential (linear)
arrangement of all blocks or units composed of
blocks;

• graph structure,91 that is a planar (graph)
arrangement of interconnected blocks.

2150035-3



August 16, 2021 15:51 2150035

Y. Xue et al.

Although formally a linear structure is a spe-
cial graph structure (a sequence is a special graph),
we emphasize the distinction since the two encoding
mechanisms correspond to two significantly different
implementations.

Adjacency matrices are better suited for dense
graph structures,58 since sparse structures can waste
a lot of space in adjacency matrices. Sparse struc-
tures are better represented by adjacency tables (or
adjacency lists). While adjacency matrices are matri-
ces of “0” and “1” to indicate connection or with-
out connection between nodes, adjacency tables are
lists that indicate the for each node which nodes are
linked to it. The latter allows a compact representa-
tion of large sparse networks.

The main advantage of a linear structure is
its simplicity compared to that of graph structure.
Besides, linear structures cannot represent all the
networks. In some cases, like the example in Fig. 1, a
linear structure would yield an ambiguous represen-
tation of a neural network.

2.2. Evaluation of NAS

To evaluate a candidate structure, the general prac-
tice is to train the network and calculate its accuracy,
see Ref. 80.

Since the training time of the network is very
time-consuming, there are many ways to reduce the
total time of the evaluation phase. There are two
ways to reduce the total time: foresight and early
closure. Foresight methods make use of models to
predict the performance of the training network.
Some researchers use the performance during train-
ing to predict the future performance. For exam-
ple, MetaQNN10 gives the first 25% of the histori-
cal data of the Stochastic Gradient Descent (SGD)

Fig. 1. (Color online) An example of architecture that
cannot be represented by a linear structure. Blue blocks
are modules in CNNs. This architecture has two skip con-
nections, so it cannot be represented by a linear structure.

training curve to the time series model for predic-
tion and estimates the final accuracy of the network
structure. Some researchers use other models, such
as random forest, Bayes methods or other models
to predict the possible representations of particular
network architectures. The reason why they use this
method is that the structures searched for by the
same NAS method often have a great deal of simi-
larity, and when encoded, it is possible to work out
whether the network is good or not from the encod-
ing directly. For instance, PNAS45 uses the model
to predict the top-1 accuracy of candidate networks.
Reference 78 proposes an end-to-end offline perfor-
mance predictor based on the random forest to accel-
erate the evaluation.

Early closure is another way to reduce the total
time of the evaluation phase. This type of approach
reduces overall time through targeted evaluations.
For example, many researchers used subsets of the
dataset for training,89,99 so that the time of training
each network will decrease. Also, Ref. 89 uses a strat-
egy to identify the required structure in advance. In
ChamNet,20 only 300 high-accuracy (or other indi-
cators) samples with different efficiency are selected
for each training. Another approach is to keep the
good structure and weight so that the new structure
requires fewer times to train. There are three spe-
cific implementations of this approach: weight shar-
ing, One-Shot method, and weight inheritance. The
weight sharing method, which is mostly used in NAS
based on gradient, makes use of shared weights from
a supernetwork to accelerate the training process,
see Refs. 15, 47, 50, 92 and 98. The one-shot method
consists of adding components to a small network or
deleting components from a large network.11,22,29,41

The weight inheritance method is mostly used in
NAS based on EAs.14,23,24,63 This method requires
that the candidate networks of the entire search
space have similar structures. Most of the network
structures found by NAS based on EAs meet this
condition.

Figure 2 illustrates the weight inheritance
method. In the upper part of the figure, two parent
solutions with a crossover point (indicated as a dia-
mond) are depicted. The first parent solution is com-
posed of the sequences G1 and G2 (representing the
network structure) with the corresponding weights
W1 and W2. Analogously, the second parent solu-
tion is composed of G3 and G4 with the weights W3
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Fig. 2. Comparison between basic crossover (with ran-
dom initialization of the weights) and crossover with
weight inheritance method.

and W4. In the lower-left part of the figure, the stan-
dard crossover is illustrated. The sequences G2 and
G4 are swapped over and four sets of corresponding
weights W5, W6, W7, and W8 are randomly initial-
ized, thus generating new networks (indicated with
a darker color). In the lower-right part of the figure,
the weight inheritance method is illustrated. When
the crossover occurs, the offspring solutions inherit
the weights of the parent (the weights of that por-
tion of the network). Thus, the first offspring solution
is composed G1 and G4 with the weights W1 and W4

while the second solution is composed of G3 and G2

with the weights W3 and W2.

3. The Proposed Approach:
MOGIG-Net

In this section, we introduce the framework
of the proposed NAS algorithm, namely Multi-
Objective Graph-In-Graph Network (MOGIG-Net)
whose flowchart is shown in Fig. 3.

This section first introduces the overall frame-
work of the proposed algorithm and then describes
the encoding mechanism, crossover, mutation,
decoding method, evaluation, and environment selec-
tion in details.

3.1. Overall description of the
MOGIG-Net framework

Figure 4 displays the structure of the whole algo-
rithm. First, the initial population is obtained
through random initialization (line 1), and then the
fitness evaluation of the initial population is calcu-
lated (lines 2 and 3).

After the initialization, the algorithm makes
use of generation cycles to process the population
(lines 4–15). New individuals are generated through

Fig. 3. Flowchart of the MOGIG-Net framework.

Input: The population size p, the maximal generation number T , the
crossover probability μ, the mutation probability ν, the maximal nodes
number in each block (Mmin, Mmax), the maximal blocks number
(Nmin, Nmax).
Output: Collection of individuals on the pareto frontier meeting the min-
imization goals.

1: P0 ←Initialize a population with the size of p by using the proposed
encoding strategy in Algorithm 6;

2: Convert all genes in P0 to models and evaluate the fitness of the mod-
els by method 12, and record the fitness of each corresponding indi-
vidual;

3: Record the fingerprint and fitness value of each individual.
4: t ← 0
5: while t < T do
6: Q ← φ
7: if the length of Q < P then
8: Two individuals were randomly selected and will cross and mutate

by the method of Algorithm 7 and 8, and then two offspring will be
generated.

9: Record the fingerprint of each offspring, and add the two offspring
into population Q.

10: end if
11: Pt ← Pt ∪ Q
12: Convert genes to models and evaluate the fitness of individuals in

Q by method 12 to control sequence, and record the fitness of each
individual;

13: Sort Pt by non-dominated sorting algorithm, and retain P individ-
uals with better performance, and delete other individuals with poor
performance, then we will get Pt+1;

14: t ← t + 1
15: end while

Return: PT −1

Fig. 4. Framework of the MOGIG-Net algorithm.
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crossover and mutation. The new individuals are
selected for the survival of the fittest by evaluating
the fitness values for each objective (lines 12 and 13).
Finally, individual sets with better performance on
multiple objectives are obtained.

In NAS problems, the evaluation phase is by far
the computationally most expensive as it requires
the training of the candidate network structure. In
order to avoid the reevaluation of the same architec-
tures/structures, we keep an archive of visited solu-
tions with their objective function value. If a solution
is revisited the archived objective function values are
used.

3.2. Encoding mechanism of
MOGIG-Net

In this study, we use a graph structure to encode the
architecture of the network. We propose the encod-
ing of a CNN in a chromosome divided into blocks
linked by separators. To understand the proposed
encoding, let us remark that CNNs are composed of
blocks, three of them being essential and named (1)
convolution; (2) pooling; and (3) fully connection.
The chromosome representing the CNN is described
as follows:

CB1 − CB2 − · · · − CBn − S − P,

where each CBj is a convolution block, S represents
the structure how the convolution block are inter-
linked, and P describes the presence of pooling layers
in the CNN.

The convolution block CBj is a sequence of sepa-
rators and binary numbers. The “1” indicates a link
between neurons while “0” indicates the dismiss a
connection. A convolution block containing m neu-
rons is represented by a sequence of m(m−1)

2 binary
numbers grouped in sub-blocks of 1, 2, . . . , m − 1
binary numbers. Each sub-block is separated by a
dot. This sequence of binary numbers is the adja-
cency matrix associated with the convolution block.
More specifically, each sub-block contains the infor-
mation of a column of the adjacency matrix. Figure 5
provides an example of the proposed encoding for
m = 5. On the top of the figure, the encoding used in
this study is shown. Below the chromosome, the cor-
responding adjacency matrix and table are displayed.
It may be noticed that each block of the chromo-
some contains the columns of the adjacency matrix.
At the bottom of Fig. 5, the corresponding network

Fig. 5. Encoding of a convolution block CBj (part of the
chromosome) of the candidate CNN. The corresponding
adjacency matrix and table are displayed as well as the
graph of the encoded network. Convolution blocks formed
by these binary blocks are the components of the CNN.

structure is represented. Also, like CBj representing
the connections in each block, the binary numbers in
S is also the same representation as CBj , and thus
represents the connection between blocks.

The structure S is also a sequence of binary num-
bers which has n(n−1)

2 bits. The 1 indicates a link
between two convolution blocks CBi and CBj while 0
indicates the dismiss of connections between blocks.
The sequence S is also divided into sub-blocks com-
posing the columns of the adjacency matrix that
describes the topology of the interconnections among
convolution blocks. The sequence P is composed of n

binary numbers, one for each convolution block CBj

composing the CNN. The sequence P can be seen
as a binary sequence Z where zj = 1 represents the
presence of pooling layers (Pj in Fig. 9) pointing to
CBj+1 while zj = 0 represents the absence of a pool-
ing layer pointing to CBj+1. The last binary number
zn indicates the presence or the absence of a pooling
layer between CBn and the fully connected layer FC.

Figure 6 provides the implementation details of
the encoding mechanism in the context of the initial-
ization of the population to be processed by MOGIG-
Net.

The chromosome code only contains the topolog-
ical structure before the fully connected layer. The
connection mode between the components of each
individual is determined at the beginning of the algo-
rithm (residual connection31 and close connection33).

2150035-6
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Input: The limit of nodes number in each block (Mmin, Mmax), the
limit of blocks number (Nmin, Nmax), the maximal pooling blocks
number K.
Output: One chromosome

1: Generate a random number n, n ∈ (Nmin, Nmax);
2: flag ← 0
3: gene ← empty string
4: while flag < n do
5: Generate a random number m, m ∈ (Mmin, Mmax);
6: Generate a random sequence s of m(m−1)

2 binary numbers and al-
locate them with “.” separators in CBflag

7: Make sure that the sequence represents a connected graph, see Fig.
10.

8: gene ← gene+s+′−′, the ’-’ in this paper is the separator between
genes of blocks and pools

9: flag ← flag + 1
10: end while
11: Generate a random sequence s of n(n−1)

2 numbers and allocate
them with “-” separators in S.

12: Make sure that the series can represent an oriented connected graph,
see Fig. 10.

13: Generate a random sequence p of n binary numbers and allocate
them in P

14: gene ← gene + s +′ −′ + p
Return: chromosome

Fig. 6. MOGIG-Net encoding strategy and initializa-
tion.

Let us indicate with α the maximum number of
cells of and with β the maximum number of blocks
of the CNN. The longest possible code to search for
contains L bits, and L is calculated by the following
formula:

L =
β × α × (α − 1)

2
+

β × (β − 1)
2

+ β.

The search space contains up to 2L possible candi-
date networks.

3.3. Crossover and mutation

Due to the encoding mechanism proposed in this
paper, an ad-hoc crossover operator is here proposed
to ensure that the offspring solutions meaningfully
represent structures of neural networks.13 Further-
more, a meaningful chromosome must represent a
connected graph.

The proposed crossover operator combines two
chromosomes I and II by selecting randomly some
blocks from the first and then filling the missing gaps
with the genotype of the second to ensure that the
offspring is meaningful. Figure 7 provides the imple-
mentation details of the crossover.

For the chromosome I, two separators are ran-
domly selected. Then the number of separators n

between the two selected separators is calculated
(line 6). Then, two separators in the chromosome II
are selected while the number of separators between

Input: Two parents, p1 and p2, probability of crossover μ ∈ (0, 1).
Output: Two offspring, q1 and q2.

1: Generate a random number flag;
2: if flag > μ then
3: if num of separators in p1 > num of separators in p2 then
4: p1, p2 ← p2, p1
5: end if
6: Select two different positions of separator randomly, l1 and l2, in p1,

(suppose l1 < l2);
7: Select two different positions of separator randomly, l3 and l4, in p2,

and make sure that the num of separators in p1[l1 : l2] is the same
as the num of separators in p2[l3 : l4];

8: Exchange the parts p1[l1 : l2] and p2[l3 : l4], then get two off-
spring, q1 and q2;

9: else
10: q1 ← p1;
11: q2 ← p2;
12: end if

Return: q1 and q2.

Fig. 7. MOGIG-Net crossover.

Input: One individual, p, probability of mutation ν ∈ (0, 1), bits to
change, n.
Output: One individual, q.

1: Generate a random number flag;
2: if flag > ν then
3: q ← modify n different bits in q;
4: else
5: q ← p;
6: end if

Return: q.

Fig. 8. MOGIG-Net mutation.

these two separators is ensured to be also n (line 7).
Finally, the genes between the two separators are
exchanged (line 8).

The mutation operation, outlined in Fig. 8, con-
sists of the random flip from 0 to 1 or from 1 to 0 of a
gene (except for the position of separator). Although
the location of mutation changes is limited, the fact
is that only small connection changes will affect all
the input feature maps after this.

3.4. Decoding of MOGIG-Net

Figure 9 represents the construction of the CNN
from its chromosome. At first, the CBj (in blue) are
decoded. If the CBj is the same as that in the corre-
sponding position in its parents, the module is copied
from its parents. Otherwise, the module is gener-
ated according to the procedure illustrated in Fig. 5.
Then, the S is decoded and the corresponding con-
nection is represented by an input array of each block
(such as the two red arrows pointing to CB3). Finally,
P is decoded and the corresponding position in each
input array of each block is wrapped by an adaptive

2150035-7
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Fig. 9. (Color online) Construction of a CNN from its
chromosome: The blocks or connections are decided by
the part of encoding in the same color. The green squares
represent fixed structures. FC means a fully connected
layer. P means a pooling layer. Blocks are built in Fig. 5.

pooling (like the right sub-figure in Fig. 9). The con-
nection method in the detailed structure depends on
the method which we choose before the algorithm. If
we use the residual structure, we add the connection
directly. If we use the dense structure, we adjust the
channel and merge it by using the 1 × 1 convolution
kernels to a unitize the channel number.

We also implemented a mechanism to handle
missing connections within and among blocks when
an adjacency list is generated. Let us consider at first
the nodes within a block. If the generated solution
contains a node which has inputs and no outputs,
then a link between the node and the output node
of the block is created. If the generated solution con-
tains a node which has outputs and no outputs, then
a link from the input node is generated. If a node has
neither inputs nor outputs, then the node is removed.
The same reasoning is performed about the connec-
tivity among blocks where each node represents a
block while input and output blocks of the CNN are
considered instead of input and output nodes of the
block. Figure 10 describes this mechanism by show-
ing the three possible scenarios where node 3 has only
inputs (left), has only outputs (center), has neither
inputs nor outputs.

During the construction of a CNN from its chro-
mosome, the skip connections (in blocks and between
blocks), which need the sizes of the input and output

(a) (1.00.111.1111) (b) (1.11.110.1101) (c) (1.00.110.1101)

Fig. 10. Three scenarios to guarantee connected CNN
blocks. In the left encoding, node 3 would have only
inputs. Thus, an output link is generated to guarantee
connectivity. In the central encoding, node 3 would have
only outputs. Thus, an input link is generated to guar-
antee connectivity. In the right encoding, node 3 would
be isolated. Thus, the node is removed from the graph.

to be the same, are fundamental to achieve a graph
structure network. However, convolution and pool-
ing operations can both change the size of the image.
This characteristic of CNNs makes difficult to unify
the input size of each part in the graph structure net-
work. Therefore, we maintain the size consistency in
the input and output of each block or search unit,
so that the size reduction is completely controlled by
the pooling layer. It is simple to keep the image size
unchanged in the convolution block, only by adjust-
ing the super parameters of the convolution kernel
and avoiding the use of a pooling layer.

The formula for calculating the size of input and
output is given in Eq. (1), where Xout and Xin are
the size of the input and output, p is the number
of padding around the input, d is the offset of two
adjacent points of the dilated convolution, k is the
size of the convolution kernel, and s is the step size
of the convolution operation. Therefore, the size is
controlled by means of the convolution kernel:

Xout =
⌊

Xin + 2 × p − d × (k − 1) − 1
s

+ 1
⌋

. (1)
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Fig. 11. The left subgraph is the macrostructure without pool layers. After executing line 11 of the algorithm in Fig. 6,
the adaptive pooling is added at the specified location (center subgraph). The right subgraph is microstructure. Each
block includes some convolution cells, and each cell is consist of 3× 3 and 1× 1 convolution kernels, which do not change
the size of input.

Furthermore, since maintaining the consistency
of image size outside the convolution block (i.e. the
macrostructure) another countermeasure has been
adopted. We also encode the reduced position of the
size (but did not add into the genes) as the reduc-
tion of the size does not affect the use of convolution
kernel, see Fig. 6, line 11.

We chose adaptive pooling, which is different
from the traditional pooling operation. This oper-
ation can dynamically create pooled cores according
to the input and output requirements, and it has
been used in the last layer of many existing mod-
els.31,33 The step size of the adaptive pooling layer
can be obtained by the following equation:

stride =
⌊

sizein

sizeout

⌋
, (2)

where sizein is the size of input feature map and
sizeout is the size of output feature map. The size
of pool sizepool is then calculated in the following
equation:

sizepool = sizein − stride ∗ (sizeout − 1). (3)

On the basis of these two formulas, we can adjust
the kernel of the adaptive pooling layer from the
size of the input feature map and the size of the
desired output feature map. As shown in Fig. 11, the
two pool layers before the block and FC marked in
bold because we choose to add adaptive pools before
them. In this way, we can control the size of input
and output in each layer by controlling the position
of adaptive pooling. The location of adaptive pooling
and the combination of these channels are referred
to as the detailed structure of the individual and are
recorded separately.

3.5. Evaluation and environment
selection

We divide the training sets D into two parts, 80%
of which are real training sets Dtrain, and the rest
are validation sets Dvalid. When the new population
of offspring solutions is generated, their performance
must be assessed to select the population undergoing
the following generation. The networks composing
the new population undergo training by means of
the training set Dtrain. When the change range is
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below a pre-arranged threshold, the learning rate is
adjusted accordingly. If the learning rate adjustment
is less than a prearranged value, the training will be
stopped.

In our approach, we use weight inheritance to
speed up the search. Since our crossover operation
can ensure that most of the modules of the net-
work remain unchanged, the weight of the model con-
structed by the child will directly inherit the weight
from the model of the parent. This method, like
weight sharing, can make the network model obtain
a relatively high accuracy rate at the early stage of
evolution. In this way, we only need to continue train-
ing at a relatively small learning rate to achieve the
best performance of each network.

After the training, the accuracy q.acc (that is the
error rate) of the network is assessed by means of
the validation set Dvalid. Furthermore, the model size
in terms of the number of parameters q.params is
also calculated. Both the scores q.acc and q.params

characterize the quality of the candidate CNN. The
nondominated sorting50 is used to select among par-
ent and offspring solutions the population undergo-
ing the following generation, which often used to
evaluate the quality of two solutions in the process
of multi-objective optimization.93 The condition for
one individual to dominate another is to have a per-
formance not worse than the other according to all
objective and to outperform it according to at least
one objective.

Figure 12 provides the implementation details of
evaluation and selection mechanisms.

Input: The population Pt, the training set Dtrain, the validation set
Dvalid

Output: The new population Pt+1

1: for all individual q in population P do
2: Check the database of fingerprint
3: if fingerprint of q is in the database then
4: Get q.acc and q.params from database;
5: else
6: cnn ← Generate the network with q;
7: train cnn on Dtrain until the loss and accuracy don’t change sig-

nificantly;
8: q.acc ← the rate of accuracy assessed on the valid set;
9: q.params ← the number of parameters contained in the model

cnn itself;
10: end if
11: Update individual q in population P ;
12: end for
13: Do non-dominated sorting 50 and select half of the individuals who

were better at multiple goals from Pt+1.
Return: Pt+1

Fig. 12. MOGIG-Net multi-objective evaluation and
selection.

3.6. Limitations of MOGIG-Net and
countermeasures

Without a prior knowledge on the problem, each
connection has initially the same probability to be
set as 0 or as 1. Thus, on average initialized solu-
tions contain approximately half of the skip connec-
tions, many of them being unnecessary. These skip
connections can cause a slow down of the network
training. Thus, the search efficiency of our method is
rather low in the early stages. However, the method
of weight inheritance accelerates the search and par-
tially mitigates this limitation. Already from the sec-
ond generation of the population, we observed a large
number of excellent structures in the population and
its parameters are retained along with the encoding,
which makes the training process overall efficient and
yields high-performance candidate solutions.

4. Experiments

This section displays the results of the proposed
MOGIG-Net on two popular datasets and compares
its performance with that of 17 NAS methods previ-
ously proposed in the literature.

The popular datasets considered in this study
are Cifar-10 and Cifar-100 proposed by the Cana-
dian Institute for Advanced Research.37 These two
datasets are often used to verify the performance
of network models. Each dataset comprises 60,000
images, including 50,000 in the training set and
10,000 in the test set. Each image is a three-channel
color image, and the height and the width are both
32. There are 10 categories in Cifar-10 and 100 cate-
gories in Cifar-100. Both Cifar-10 and Cifar-100 come
from a larger dataset of 80 million small images.
Therefore, to a certain extent, Cifar-10 and Cifar-
100 can illustrate the predictive ability of the model.

Table 1 displays the results of MOGIG-Net and
21 NAS competitors on Cifar-10 and Cifar-100.
The listed methods are divided into three design
categories: NAS human design, single-objective
approaches and multi-objective approaches. For each
NAS method considered in this study, the refer-
ence to its original implementation. For each method
we report the result of the objectives in the pro-
posed model, that is the accuracy q.acc expressed
in terms to percentage error for Cifar-10 and Cifar-
100 and the complexity q.param expressed in mil-
lion of parameters of the network designed by the
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Table 1. Results on Cifar-10 and Cifar-100 datasets37 of the proposed
MOGIG-Net against 21 NAS methods. The percentage error “Error Rate
(%)” and number of parameters expressed in million pf parameters “Params
(M)” are reported.

Name Params (M) Error rate (%)

Cifar-10 Cifar-100

Human design

DenseNet (k = 12)33 1.0 5.24 24.42

ResNet (depth=101)31 1.7 6.43 25.16

ResNet (depth=1202)31 10.2 7.93 27.82

MobileNetV268 2.2 4.26 19.20

NASNet-A Mobile99 4.2 3.17 16.10

EfficientNet-B086 4.0 1.90 11.90

MixNet87 3.5 2.08 —

DARTS47 3.4 2.83 —

VGG74 20.1 6.66 28.05

NIN44 — 8.81 35.68

Single-objective approaches

Genetic CNN91 — 7.10 29.05

Block-QNN97 39.8 3.50 —

Block-QNN-s97 6.1 4.38 20.65

LaNet-S90 3.2 1.63 —

LaNet-L90 44.1 0.99 —

Oneshot-LaNet-S90 3.6 1.68 —

Oneshot-LaNet-L90 45.3 1.20 —

Large-scale evolution63 5.4 5.40
40.4 23.00

MetaQNN9 — 6.92 27.14

AE-CNN80 2.0 4.30
5.4 20.85

Multi-objective approaches

NSGA-Net50 0.2 4.67
4.0 2.02
0.2 25.17
4.1 14.38

MOGIG-Net 0.9 4.67 —
3.0 3.13 —
3.7 2.01 —
0.7 — 24.71
3.2 — 18.23
3.7 — 14.38

corresponding NAS method. We may observe that
the proposed MOGIG-Net can efficiently detect
networks which combine a relatively low number
of parameters and a low percentage error. For
example, none of the 17 competitor NAS methods
can achieve an error rate of 14.38% on Cifar-100
with only 3.7 million parameters. With respect to

NSGA-Net,50 that is a recent NAS method consid-
ered the state-of-the-art in the field, the proposed
MOGIG-Net designed networks with a compara-
ble performance notwithstanding a lower number of
parameters (approximately 10% fewer parameters).

Figures 13 and 14 display the solutions in the
objective space considered in this study detected by
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the proposed MOGIG-Net and its competitor. To
enhance the readability of the figures, we present a
zoom around the nondominated solutions.

We noticed that when the network structure is
relatively large, the number of pooling in the detailed
structure greatly affects the required training time
and the memory space. When the number of pooling
is small and the network structure is large, the size of
intermediate variables is very large and the training
time is very long. The results in this study have been
detected after two weeks of calculation.

Experimental results show that for networks
with similar structures, the accuracy of large mod-
els is higher than that of small models, includ-
ing our method. The reason of this phenomenon
is that the increase in the number of parameters
appears to improve the generalization capability of
the model. Therefore, the maximum accuracy that
can be achieved with large models is higher than that
of smaller models.

The results in Figs. 13 and 14 show that
MixNet and MobileNetV2 display excellent perfor-
mance. However, MixNet and MobileNetV2, unlike
the proposed MOGIG-Net are human-designed net-
works with a predefined purpose. Thus, the perfor-
mance of the methods cannot be directly compared.
Also, LaNet produced a solution that dominates the
MOGIG-Net solution for Cifar-10. We suspect that
this may be because LaNet tends to select large mod-
els with high accuracy, and we come to this con-
clusion because some of the networks in the search

Fig. 13. Solutions detected by MOGIG-Net and its com-
petitors represented in the objective space (Cifar-10).

Fig. 14. Solutions detected by MOGIG-Net and its com-
petitors represented in the objective space (Cifar-100).

space, like LaNet-L and oneshot-LaNet-L, seems to
be large.

However, when the network structure is relatively
small, with the increase of total computation times
(Multiply–Adds operations), the generalization per-
formance of the network is also improving. Conse-
quently, the next step of this work will be to trans-
form the network structure and/or to determine the
number of pooling which is randomly added to the
network structure, instead of randomly generating
several pooling layers and inserting them into ran-
dom locations.

Since numerical results indicate that the pro-
posed MOGIG-Net is able to design excellent CNNs,
a future direction of our research will include the
extension of the encoding strategy to other inge-
nious neural systems recently proposed in the lit-
erature, such as Enhanced Probabilistic Neural Net-
work,5 Neural Dynamic Classification Algorithm,61

Dynamic Ensemble Learning Algorithm,6 and Finite
Element Machine for Fast Learning60

5. Conclusion

This paper proposes a NAS method to design CNNs
with high performance in terms of accuracy and a
limited impact on the computational resources.

The proposed algorithm indicated with MOGIG-
Net makes use of a novel block logic based on adja-
cency list to compose the network structure. The
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encoding mechanism proposed in this paper can nat-
urally represent the structure of any graph. More-
over, MOGIG-Net employs ad-hoc crossover and
mutation operators which are designed to explore
the search space and identify potential candidate
structures. At last, the proposed network encoding
enables that the parent structures can be effectively
and naturally transferred to the offspring during the
crossover process. The proposed approach overcomes
the limitation of classical NAS approaches based on
EAs which require a search in a large space and
an overhead due to multiple re-training sessions.
Numerical results on two popular datasets Cifar-10
and Cifar-100 show that MOGIG-Net can exceed
most existing network structures.

This paper confirms that multi-objective opti-
mization modeling is a promising direction of
research in the field of NAS. Future research will con-
sider further objectives and strategies to reduce the
computational cost of the training by e.g. limiting
the number of skip connections in the first genera-
tion.
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